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Summary:

This proposal, which was funded from March 1, 2006 through February  28, 2010 (note this 
includes a one year NCE), has successfully  exceeded all milestones. This work was initiated to 
address the challenge astronomers, and specifically cosmologists now face in extracting 
scientific answers from the mountains of data now being generated in our field, including those 
from NASA missions. Specifically, we proposed to develop advanced astrophysical algorithms 
that we be deployed on novel supercomputing hardware to (a)  robustly classify sources from 
terascale datasets; and (b) calculate cosmological statistics of the resulting datasets, including n-
point correlation measurements. During the period of this award, we have performed a robust 
classification of the entire SDSS data set, while also determining photometric redshift probability 
distribution functions for these same sources. We have developed and deployed a fast correlation 
code on the NCSA supercomputing fabric. We have extended this code to operate on a variety  of 
novel supercomputing technologies, including FPGA, GPU, and Cell based systems, achieving 
significant speed-ups in the resultant algorithms. Given these initial successes, we extended our 
work to include algorithms for quantifying photometric and spectral variability, a subject  which 
is becoming increasingly  more important with funded projects such as PAN-STARRS and LSST. 
Finally, we have used our expertise to help  others leverage supercomputing technology to tackle 
their own scientific challenges in a variety of different scientific domains.

Review

Our initial efforts focused on the application of machine learning algorithms to the large-scale, 
robust classification of sources in Terascale data sets. Our first work was the classification of 
over 140 million sources from the third data release of the Sloan Digital Sky Survey (SDSS) into 
three classes: Stars, Galaxies, neither Star nor Galaxy, using Decision Trees (Ball et al. 2006). By 
applying a blind comparison with deeper test data, we demonstrated (see Figure 1) that our 
classifications were overall robust and sufficiently  faint  to enable follow-on scientific analysis of 
the generated data. We followed this initial work, by extending our approach to (a) utilize a new 
class of learning algorithms, namely instance-based learning, (b) incorporate a new source 
category for AGNs (Ball et  al. 2007), and (c) to also calculate photometric redshifts for sources 



(Ball et al. 2008). This last item leveraged a new technique we developed that allowed the 
machine learning algorithm to sample the uncertainty in an objects measured parameters to 
accurately model the probability  distribution function for the source’s photometric redshift 
(Figure 2), which greatly enhances the efficacy  of the resulting redshift estimate (see, e.g., Myers 
et al. 2010).

All of the computations used in these works were performed on the supercomputing resources at 
NCSA. This required developing new computational frameworks to facilitate the data movement, 
processing and statistical characterization (see, e.g., Ball and Brunner 2010).

Figure 1: Accuracy of our SDSS DR3 classification work. (Left) Results from a comparison with 
the testing data. (Right) Results from a blind comparison (Ball et al. 2006).

Figure 2: The calculation of photometric redshifts for quasars in the SDSS. (Left) Our initial 
machine learning results, which are significantly better than previously published efforts. (Right) 
Our results when we incorporate information from the photometric redshift probability distribution 
function, achieving a better than a factor of three improvement (Ball et al. 2008).



The next effort focused on developing and deploying advanced clustering measurement codes. 
Our first effort was the development of a software package, written in python, to calculate auto-
correlation functions for large data sets across a massively distributed system. This code was first 
utilized in the auto-correlation measurement of photometrically classified quasars (Myers et a. 
2006), which novelly demonstrated the efficacy of photometrically classified samples for 
cosmological analyses. Subsequent refinements of the code and samples provided further insight 
into the relationship between quasars, their host galaxies, and their parent dark matter halos 
(Myers et al. 2007a, 2007b). Our next effort focused on modifying this code to support n-point  
pixel-based auto-correlation and cross-correlation measurements (Figure 3) for millions of 

galaxies. With this new code, we were able to make the most precise measurements of galaxy 
higher order correlation functions (Ross et al. 2006, 2007, 2008). 

We next worked to generalize this code to support (Figure 4) point-based auto-correlation and 
cross-correlation measurements for millions of galaxies (Ross et  al. 2009) and cross-correlation 
measurements of galaxies and quasar absorption systems (Lundgren et al. 2009). The new 
refinements were demonstrated in operation on Teragrid condor and traditional cluster-based 
supercomputing resources. While important, these efforts indicated that full point-based 
correlation measurements for next generation data sets would require a different approach. As a 
result, we developed a fully distributed hybrid MPI/OpenMP point-based correlation code that 
has been successfully  tested and deployed on Teragrid hybrid HPG systems (Dolence and 
Brunner 2008). This new code has been successfully run on data sets containing tens of millions 
of galaxies, calculating fully  jack-knifed auto-correlations out to angular scales of tens of 
degrees. This code leverages MPI to spread jobs across multiple nodes, and uses OpenMP to 

Figure 3: N-Point correlation measurements from tens of millions of SDSS galaxies (Ross et al. 
2007). (Left) calculation of photometric redshifts for quasars in the SDSS. (Left) Angular n-point 
correlation measurements as a function of galaxy type (using photometric classifications). (Right) 
Projected spatial n-point correlations as a function of redshift (assigned photometrically).



spread computations across cores within an individual node.  In this manner, we were able to 
achieve both wide and deep parallelism across these traditional computational systems.
 
However, in order to continue to accelerate calculations, computational systems are starting to 
leverage non-traditional technologies including Field Programmable Gate Arrays, Cell-based 
systems (used in set-top  game systems) and Graphical Processing Units. As a result, a large part 
of the research carried out under this award explored the applicability  of these systems to 
astrophysical algorithms. The primary algorithm used was the two-point angular correlation 
function (TPACF), a brute-force version of which was ported to several different reconfigurable 
computational systems (Kindratenko et  al. 2007a, 2007b, 2009; Brunner et al. 2007), where we 
saw, on average, speed-ups of several tens over the same algorithm on a single core system. 

As the cost  of these systems remains prohibitively high as compared to the commodity graphical 
processing systems, we transitioned our research over to the many-core systems leveraging 
nVidia graphical processing units found in the traditional desktop computers. Our 
implementation leveraging GPUs produced between 50x to over 200x speed-ups relative to a 
single core desktop, depending on the GPU board used and whether the calculation involved 
single- or double-precision calculations (Roeh et al. 2009). Interestingly enough, porting the 
algorithm to these novel architectures demonstrated different performance bottlenecks (such as 
bin accumulations, where due to non-atomic addition operations in the version of nVidia CUDA 
we were using, we had to manage these events more carefully. Future versions of CUDA or 
openCL will likely remove this bottlenecks, likely increasing the efficacy of these algorithms on 
non-traditional architectures. 

Figure 3:Correlation measurements using our technology on large SDSS data sets. (Left) Several 
million galaxies auto-correlated by galaxy type (using photometric classifications) with our novel 
Halo Occupation Distribution modeling  (Ross et al. 2010). (Right) Quasar MgII absorptions 
systems cross-correlated with SDSS galaxies (Lundgren et al. 2009).



We also ported several other algorithms, including an n-nearest neighbor classification algorithm, 
a pixel-based angular power-spectrum estimator, and a Spherical Harmonic Transform (the last 
two, along with our first version of the TPACF, served as projects in the ECE498AL course run 
by Professor Wen-mei Hu and David Kirk), which is used for calculating fast angular power 
spectra for CMB maps. In all cases, speed-ups were observed, but the nascent  software tools 
limited the global efficacy of these codes. Given the continued industry momentum in these 
directions (towards many-core), we expect that these types of systems will become easier to 
leverage and will, therefore, be more readily  adaptable to these and similar astrophysical 
algorithms.

We note that the publications and software developed for this work are available at our project 
website: http://lcdm.astro.illinois.edu.

Synergistic Activities

Given our leadership position in this burgeoning field, which was facilitated by this NASA 
award, we have expended our efforts to both improve the impact of our work and to 
communicate our results to a wider audience. in this manner, we have vastly increased the impact 
of this research carried out under this award. First, we have helped organize and run several 
workshops, symposia, and conferences devoted to the application of novel hardware technology 
to scientific challenges. Initially  we worked with the Reconfigurable Systems Summer Institute  
(RSSI) in CY 2006, 2007, and 2008, which were all held at NCSA. With these venues, we were 
able to demonstrate, in person, our algorithms and techniques developed for reconfigurable 
systems under this award. 

After this, we worked with the successor to RSSI, the 2009 Symposium on Application 
Accelerators in High-Performance Computing (SAAHPC), where we demonstrated additional 
work on reconfigurable systems and our work leveraging GPUs to an international audience. In 
addition, we worked with Professor Wen-mei Hwu and David Kirk (Chief Scientist  at  nVidia) to 
leverage our algorithmic challenges as student projects for their ECE 498AL Parallel 
Programming Many-Core systems course. Initially this was offered on the Illinois campus; but 
subsequently, this course is now offered through the Great  Lakes Consortium Virtual 
Computational School under the NSF funded Blue Waters project. 

Finally, in 2009, we held the Path to Petascale: Adapting GEO/CHEM/ASTRO Applications for 
Accelerators and Accelerator Clusters workshop at NCSA. This workshop  invited researchers 
working in these three domain areas to gather and discuss techniques by which this new 
technology could be leveraged to accelerate scientific discovery. As a result of this successful 
workshop, we have organized and edited a special edition of Computers in Science and 
Engineering that will appear soon that is dedicated to scientific applications that are leveraging 
this new technology.
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